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 Abstract - Electrical load forecasting has extensive importance 

in power system designing and optimization. Keeping pace with 

the growing economy and moving towards a digitalized network, 

Bangladesh Power System (BPS) has to be renovated in terms of 

efficient load forecasting strategies. To meet the issue, this 

research proposes an effective short-term load forecasting (STLF) 

technique based on a unique form of recurrent neural network 

(RNN) known as the Long Short-Term Memory (LSTM) network. 

A new dataset gathered from a public owned power company of 

Bangladesh, is applied into the model which will help to get a 

better and recent understanding of BPS load. Employing this 

viable method, one hour ahead electrical load of BPS can be 

forecasted easily with a minimized error rate (MAPE 2.29%). In 

addition, Random Forest (RF) regression model is used to 

compare with the forecasting results of proposed LSTM. Again, 

the proposed LSTM model is used to get predictions for the 

different months of a given year to visualize how much load 

fluctuation of BPS load takes place in different seasons. In case of 

STLF, the prediction outcomes on the Bangladesh’s electricity 

load demand, indicate that the proposed model can work 

flawlessly in grid optimization with greater precision. 
 

 Index Terms - Short-Term Load Forecasting, Long-Short-Term 

Memory Network, Bangladesh Power System, Evaluation Metrics 

 

I.  INTRODUCTION 

        To ensure a sustainable operational strategy and control 

system, effective short and long-term load demand prediction is 

necessary for all the power concerned companies. 

        Here, short-term load forecasting is considered a pivotal 

experimental area for ensuring cost effective dispatch of power 

plants. Notable advantages ensured by electricity dispatch are 

optimal usage of electricity that is generated utilizing modern 

facilities, power generation’s cost reduction, and decreasing the 

possibilities of load-shedding [1].  Various models are used for 

years to execute short-term load forecasting (STLF) like in time 

series based methods, typical statistical models are widely 

considered in use. These include the Box-Jenkins model [2], 

autoregressive integrated moving average model (ARIMA) [3], 

autoregressive moving average model (ARMA) [4], linear 

regression [5], exponential smoothing [6], etc. algorithms.  But 

the prediction performance of those models does not show 

satisfactory results in STLF [7].  

       To mitigate these disadvantages, later on artificial 

intelligence based forecasting model is evolved which has been 

enormously used in STLF [8]. Clustering   methods, fuzzy logic 

control [9], support vector machine (SVM), artificial neural 

network (ANN), and random forest (RF) are the notable 

strategies of superficial  machine  learning algorithms [10].   
Noteworthy, recurrent neural network (RNN) is introduced to 

operate on sequence based information and  permit algorithm  

to train the sequentially connected data for flawless 

memorization [11]. However, the prime drawbacks of RNN like 

vanishing and exploding gradient problem causing reduced 

accuracy, gave motivation to develop the LSTM network later. 
 

A.     Related Works  

 

       Addressing time series issues, the LSTM architecture is 

introduced in STLF [12]. In [13] LSTM based framework is 

proposed for individual residual load forecasting where the 

single-meter power prediction problem is solved after testing 

several benchmarks. A LSTM based RNN scheme is 

implemented in [14] to forecast the non-linear, univariate, time 

series electricity load data utilizing the long duration 

dependencies in the time series. In [15] authors proposed a 

LSTM based forecasting framework in which appliance 

consumption learning helped to overcome the challenges of 

residents’ volatile load nature. Again, a novel forecasting 

scheme is proposed to implement the policy of replacing coal 

by electricity with the help of LSTM model which takes 

temperature and wind force as inputs to avoid the shortcomings 

of exploding gradient [16].  Future peak load demand of 

Indonesia has been predicted by an exclusive approach of the 

LSTM network using the historical load data collected from the 

area sub-station [17]. This forecasting scheme showed better 

performance for weekdays load calculation after processing the 

univariate load time series.  In [18] a day ahead short-term 

power prediction is done for bivariate time series using LSTM 

employed in Peshawar Electric Supply Company (PESCO) 

where model’s weights are determined through three supervised 

learning algorithms. In Bangladesh, most of the load 

forecasting researches have been prioritized on region wise 

loads using traditional methods [19]-[20]. Though some of the 

neural network based architectures are used in BPS load 

prediction, LSTM based researches are quite rare focusing on 

daily, weekly, and monthly load forecasting in BPS network 

[21]. In this paper, the proposed LSTM architecture may 

contribute to BPS significantly as it shows a better prediction 

accuracy using novel model features.   

 

B.     Paper Contribution  

 

The following are the key contributions of this research in brief:  

 The prime contribution of the paper lies in its 

introduction of the application of customized encoder-

decoder based LSTM model in electrical load 

forecasting to leverage its sequence learning capability. 
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  Fig. 3.   Sequential parameters of the developed LSTM model   

 Very   few   researches   considered   seasonal    load    

              fluctuation of BPS. We experimented different months  

load predictions to visualize the changing load nature 

and the proposed model has illustrated the seasonal 

load behaviors of Bangladesh with least MAPE values.  

 The developed methodology shows a high accuracy of 

97.71% in STLF. So, it can extensively be used in 

future grid planning and optimization of Bangladesh 

as the used load data till 2021 can ensure the better 

understandings of recent load trends.   

The next section will describe the proposed methodology of this 

paper in details. 

 

                                     II.  METHODOLOGY  

A. LSTM Architecture  

 

      LSTM network is a special sort of neural network 

responsible for remembering data for a longer period of time in 

its memory unit. 

  

          

 

 

 

          

 

 

 

 

 

 

  

LSTM network consists of four major components. They are - 

cell state, forget gate, input gate, and output gate. Here, fig. 1. 

depicts the fundamental LSTM architecture with its gates.   

         Cell State: Different gates carefully remove information 

from the cell state and also carry new data to the cell state.  
         Forget Gate: The main step is to make a decision about 

which information the cell state will eliminate. Basically, the 

sigmoid layer  looks at  ℎ𝑡−1 , 𝑥𝑡  and gives output a number 

ranging from 0 to 1 considering every value in  cell state 𝐶𝑡−1.   

 

                     𝑓𝑡 =  σ (𝑊𝑓 . [ℎ𝑡−1, 𝑥𝑡] +  𝑏𝑓)                           (1) 

 

here,   𝑊𝑓  is the weight matrix,   𝑏𝑓 is the biased value of forget 

gate, and  𝛔 is the sigmoid activation function.                         

        Input Gate: A vector,  𝐶𝑡
⃗⃗  ⃗  is created for the new stored 

value by the tanh layer that will be appended to the cell state.  

  

                     𝑖𝑡 =  σ (𝑊𝑖  . [ℎ𝑡−1, 𝑥𝑡] + 𝑏𝑖)                              (2) 

 

                  𝐶𝑡
⃗⃗  ⃗ = tanh( 𝑊𝑐  . [ℎ𝑡−1, 𝑥𝑡] +  𝑏𝑐  )                         (3) 

where,  𝑖𝑡 stands for input gate and  𝑏𝑖 is the biased value of 

input gate. Now, the previous value of  𝐶𝑡−1  will be 

transformed to current  𝐶𝑡 and the equation will be :  

                       𝐶𝑡 = 𝑓𝑡 ∗  𝐶𝑡−1 + 𝑖𝑡 ∗  𝐶𝑡
⃗⃗  ⃗                                (4) 

Output Gate:  Here, both the sigmoid and tanh layer perform in 

processing the values of cell state that are put through the tanh 

layer and thus, the desired information are obtained. 

                     𝑜𝑡 =  σ (𝑊𝑜𝑢 . [ℎ𝑡−1, 𝑥𝑡] + 𝑏𝑜𝑢)                            (5) 

 

                     ℎ𝑡 = 𝑜𝑡 ∗ tanh (𝐶𝑡)                                   (6) 

 

Here,   𝑜𝑡  refers to the output gate,   𝑊𝑜𝑢  depicts weight matrix,   

𝑏𝑜𝑢 indicates biased value of output gate and   ℎ𝑡   is the output 

value for t duration. 

       That’s how, LSTM extensively controls the information 

flow through its different gates.  

  

B. Proposed Model  

 

To forecast the electrical load, a customized encoder-decoder 

based LSTM framework is implemented in our research. 

According to the design, there are three sections in the model. 

They are- encoder section, intermediate encoder vector and the 

decoder block. The proposed LSTM model for STLF is shown 

in fig. 2.  

 

      
 

 

   

To  implement  the  encoder model, one or more LSTM  layers  

can be utilized. In a layer, 50 LSTM units are used. After 

normalization, converted array load elements are passed 

through the encoder block. Each LSTM unit then accepts 

elements of the input sequences, takes information of the load 

data and propagates them to the further section.  Here, 𝐻𝑡  

defines the encoder block’s hidden state. Appropriate weights 

are applied to  earlier hidden state ℎ𝑡−1, then to input vector  𝑥𝑡.  

 

Fig. 1.   LSTM architecture with its functional gates  

Fig. 2.   Developed LSTM model for STLF   



                                              

 

 

The encoder vector aims to incorporate all input element 

information in order to aid the decoder in making predictions 

with great accuracy. It serves as the model's initial hidden layer 

for the decoder part. 

       The decoder block reads the encoder vector and tries to 

predict the output sequence. In this block, 50 LSTM units are 

used according to our design and 100 timedistributed dense 

units are added after the decoder block. The hidden state of 

decoder is defined by ℎ𝑡 . Now, each LSTM unit creates an 

output value along with a hidden state of its own after getting 

previous hidden state from earlier LSTM block according to the 

above fig. 3. Here, total of 20,200 parameters are trainable for 

getting updated in weights and like encoder block, return 

sequences are given true. 

 

                     

Eventually, we have computed the outputs by combining the 

present ℎ𝑡 with the weight 𝑊𝑠. Here, softmax function is used 

to generate a probability vector that will aid in the prediction of 

the ultimate result of load values. All the formulations that we 

have used in our encoder-decoder model are represented 

sequentially in the fig. 4 mentioning the input vectors, weights 

and the hidden states. 

Analyzing historical load data, date frame and hours in the 

encoder block, predicted electrical load is observed from the 

decoder’s LSTM units. Considering multiple steps time series, 

forecasting of (T, T+1, T+2) months’ demand is possible from 

the given observation of (T-1, T-2, T-n) months’ demand. Here,  

required time steps for input pattern considered as three and one 

for output. 

 

C. Dataset and Data Framing  

 

       For STLF, electrical load data of the last three and half 

years with hourly information are collected from the website of 

a public company called Power Grid Company of Bangladesh 

(PGCB) [22]. As mentioned, the data from January 1, 2018 to 

March 15, 2021 have been used in the dataset. And, the total 

number of used observations is 28,080. 

       The whole dataset is segmented into some features such as: 

date, year, month, day, weekday, hours and the load demand. 

Noteworthy, the dataset is split into many weeks which start 

from Sunday and end on Saturday. Here, in the ‘Week Day’ 

column, the number ‘1’ represents Sunday and ‘7’ refers to 

Saturday. Ten data from the dataset is shown below in TABLE 

I. as samples: 

 
               TABLE  I.    Characteristics of sample data from the dataset     
 

 

         Each observation is taken within an interval of an hour. 

Decomposition of these large load data leads to an improved 

forecasting accuracy and ensure the causal insights. To 

implement this, the seasonal_decompose function of 

statsmodel library is used.      

          Here, 65% data (January 1, 2018 to January 30, 2020) is 

chosen to train the proposed model and the rest 35% data for 

the test purposes. The data from February, 2020 to March, 2021 

is kept to evaluate the model’s performance. Basically, this last 

year contains the test data of 55 weeks. Recombining all these 

pre-process techniques can accurately interpret the model for 

better prediction.  

 

D. Process Flow of the Proposed Method  

 

       First of all, collecting a standard dataset having a good 

amount of data is necessary to build and train the model. 

Generally, historical load data is to be checked whether there 

are null values or not. Again, normalizing the load values is 

needed to make the neural network more stable. To make the 

load values normalized, MinMaxScaler imported from Scikit-

learn, is used in the proposed model. Scaling the load values 

between 0 to 1 ensures speedy learning and also faster 

Year Month Day 
Week 

 Day 
Hour 

Demand 

(MW) 

2021 

 

3 

 

1 

 

2 

 

0 am 8942.65 

1 am 8495 
2 am 7992.93 
3 am 7791 
4 am 7584 
5 am 7475.5 
6 am 7543.8 

7 am 7890.84 
8 am 8383 
9 am 8704.22 

Fig. 4.   Functional calculation of each block in proposed model    

Fig. 5.   Processed outcome from encoder-decoder section    



                                              

 

 

convergence. When the training step gets done, tuning the 

hyper-parameters may give better training results to some 

extent.  Finally, the forecasting outcomes of the scheme are 

considered for comparison with the RF regression. The 

structured flow chart depicting the used model is represented 

below (fig. 6.) : 

 

     
 

E. Building and Training the Proposed Model 

 

       Here, the introduced LSTM based load forecasting model 

is developed by a free source high-level API library called 

Keras.   Noteworthy, the LSTM model has to learn two sorts of 

traits; short term and long term, contained by the input data 

profiles and these features direct the LSTM model to perform 

accurately after training and testing. The hyper-parameters that 

are used to train the network are presented as follows :  

 

  

 

Name Hyper-parameters 

Model Sequential 

Activation Function      Rectified Linear Unit (RELU) 

Optimizer                        Adam 

Types of used layers Dense and LSTM 

No. of hidden layer 3 for LSTM 

No. of dense layer 2 

  No. of iteration (epochs) 50 

Batch Size 64 

Validation Split 0.2 

Total parameters 50,851 (All trainable) 

Training time 28.15 minutes 

 

      All these hyper-parameters help significantly to reduce the 

over-fitting problem as the bias value is kept low and also, the 

low variance is selected in the proposed model. 

                      III. RESULTS AND ANALYSES 

 

A.   Performance Calculation Using Evaluation Metrics 

 

To measure the performance of implemented LSTM 

framework, error metrics or evaluation metrics are used 

frequently.  There are three major evaluation metrics which are 

used as the performance indicators. Among them, the common 

two error metrics used for comparison purposes in our study are 

‘Mean Absolute Percentage Error (MAPE)’ and ‘Root Mean 

Squared Error (RMSE)’.  A model can forecast more accurately 

if these error metrics show comparatively lower values. The 

mathematical expressions of the performance evaluation 

metrics are given below: 

                   

                    𝑀𝐴𝑃𝐸 =  
∑ |

(𝐹𝐿− 𝐴𝐿)

𝐹𝐿
|𝑁

𝐿=1

𝑁
 × 100%                            (7) 

 

                    𝑅𝑀𝑆𝐸 =  √
1

𝑁
 ∑ (𝐹𝐿 − 𝐴𝐿)

2𝑁
𝐿=1                           (8) 

 

here, N refers the total data points in predicted load, FL indicates 

the forecasted demand values and AL represents the magnitude 

of actual loads at the time t. 

 

B.   Forecasting Outcomes  

 

         The proposed encoder-decoder based LSTM scheme 

gives forecasting outcomes for various time frames such as 24 

hours, 7 days, and one month with an hourly interval. There are 

28,080 data in total in the dataset and they are taken at an hourly 

interval. According to the model design, 18,252 load data (i.e. 

from January 2018 to January 2020) is allocated in training the 

implemented framework and rest 9,828 data for the test 

purposes. The prediction outcomes of the proposed model on 

different criteria are represented graphically in fig. 7 to fig. 14. 

        Here, the RF regression model is used to compare with the 

forecasting results of the LSTM model. Basically, RF is used in 

non-liner characteristics data to minimize high variance.   

 

 

In fig. 7. train loss and validation loss curves are decreasing 

with the number of epochs increasing. Here, a little bit of 

fluctuation also takes place along with some steady values. It is 

     Fig. 6.    Flow diagram of the implemented LSTM model 

Fig. 7.    Training loss curve of proposed model  

TABLE II.         Used hyper-parameters in the model 



                                              

 

 

observed that validation loss gets smaller than the training loss 

when the epochs come closer to 50. And, the overfitting 

problems are reduced with the epochs going forward. Now, in 

fig. 8. prediction curves are shown using the test data from Feb 

1, 2020 to March 15, 2021. In the prediction result, we observed 

that actual and predicted curves are overlapped in the majority 

portion and a few portion of the graph shows non-overlapping 

region which indicates the better prediction accuracy.  

 

 

 
In fig. 9. it is seen that proposed model forecasts the actual 

electrical load pattern properly. In fact, the observation from the 

above figure indicates that the prediction trend of the LSTM 

network is close enough to the actual load pattern. For example, 

on Feb 4, 2020, at 11 am, our predicted result shown the 

forecasted demand 7100 MW (almost) which is nearer to the 

actual demand (7157 MW). Again at 12 pm, on that day, 

forecasted demand found 6600 MW (almost) while actual 

demand was 6687 MW. On the contrary, from the above figure, 

the prediction curve done by RF regression model shows 

frequent deviation at different points from the actual load 

pattern. The error value obtained from the RF model is 11.03 

which is very high than the proposed model. 

 

        Now, the load forecasting outcomes of proposed LSTM 

model for the different months of 2020 are shown below from 

the fig. 10 to fig. 14 from which a clear indication is, the 

forecasted load demand patterns are more adjacent to the actual 

trends rather than the comparable RF model. In fig. 10, first 4 

days, 20th, 21st, 22nd and the last 2 days of January gave a perfect 

forecasting trends that are almost similar to actual patterns and 

considering winter, load fluctuation is seen comparatively low. 

 

 

 

 

 

 

  

 

 

 

 

 

 

 

  

  

        

 

 
 

 

 

 

 
 

 

 

 

       

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 8.    Prediction curve using test data  

Fig. 9.  Load forecasting diagram using proposed model  

   Fig. 10.  Load Forecasting using LSTM for January, 2020  

   Fig. 12.    Load Forecasting using LSTM for June, 2020  

Fig. 14.  Load Forecasting using LSTM for December, 2020  

Fig. 11.    Load Forecasting using LSTM for March, 2020  

   Fig. 13.  Load Forecasting using LSTM for September, 2020  



                                              

 

 

In fig. 11, the load demand of 7th and 8th days of March falls 

below 5000 MW and the forecasted curve can accurately 

measure the demand on those days nearly to 3900 MW which 

is less than the actual. From fig. 12, the load demand of last 5 

days of June is continuously decreasing starting from 9500 MW 

and here, the predicted load pattern is also too close to the 

actual. For September in fig. 13, the major load fluctuations 

occur on 6th-7th, 13th and 19th of the month and the proposed 

scheme shows adjoining load patterns on those days. Again, on 

2nd, 8th-10th, 14th-16th and 20th-24th December, the forecasting 

load curves are perfectly fitted to the actual patterns seen in    

fig. 14. Noteworthy, summer peak demand fluctuates roughly 

20% of the typical demand while in winter, peak level reaches 

nearly 50% of the average demand. 
 
         TABLE  III.     Comparison between proposed LSTM and RF    

 

From the TABLE III, comparing the months’ predictions, 

LSTM scheme shows higher performance than the RF model. 

For instance, in March 2020, the MAPE value in the LSTM 

method is observed 1.98% whereas in the RF model, it is more 

than 9 times larger (18.14%). For September 2020, RMSE 

value in LSTM is 207.56 which is comparatively smaller than 

RF (4.7 times smaller). Again, the overall error rate in the 

LSTM model is very low compared to the RF (MAPE 2.29%) 

and the accuracy is 97.71%. So, in terms of error metric and 

accuracy, it represents that the forecasting results of the 

proposed LSTM scheme are satisfactory and more efficacious 

for STLF purposes. 

 

                               IV.   CONCLUSION  

 
This research paper comes up with a novel approach of 

implementing the customized encoder-decoder based LSTM 

framework in STLF. Encoder-decoder based LSTM prediction 

scheme has already been used for sequence prediction in the 

natural language processing but still unfamiliar in the arena of 

electrical load forecasting. Here, the sequence learning 

capability of the proposed model strengthens its viability to be 

used in STLF where the load nature is volatile. To get more 

insights about load fluctuation of BPS occurring from time to 

time, the prediction outcomes may have great consequences. 

Again, a large load data of BPS till 2021 and the forecasting 

outcomes will give a better understanding on recent load trends 

that can lead to a well-planned and optimized future grid.  

However, the proposed LSTM model shows the lower MAPE 

values compared to the RF model. This LSTM network also 

performs well on the different months’ prediction (accuracy 

near about 98% in each) and its overall error metric rate is also 

notably low (MAPE 2.29%). Hence, considering all the 

validation cases, it can undoubtedly be said that the above 

mentioned LSTM based framework outperforms in every 

prediction result and thus, the high accuracy of the proposed 

scheme indicates its robustness to renovate BPS network by 

predicting future load in different time horizons.          
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     Month/ 

Year 

    Random Forest 

 

 Proposed LSTM Method 

           

MAPE %  RMSE   MAPE  %    RMSE 

Jan, 2020 8.71 576.63 2.26 217.32 

March,2020 18.14 1157.82 1.98 196.92 

June, 2020 7.38 488.89 2.01 220.69 

Sept, 2020 17.55 973.21 2.09 207.56 

Dec, 2020 5.22 344.38 2.05 190.01 

Overall 11.03 727.68 2.29 235.62 


